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 Regional economic growth is influenced by 
various factors that need to be analyzed 
accurately to support the formulation of 
effective policies. This study aims to analyze 
the influence of economic factors on the Gross 
Regional Domestic Product (GRDP) in North 
Sumatra Province. The main issue raised is the 
need for an appropriate model to understand 
the relationship between economic variables 
and GRDP. This study uses panel data from 33 
districts/cities during the period 2019–2023 
obtained from official sources. Through Chow, 
Hausman, and Lagrange Multiplier tests, the 
Fixed Effect model was selected. The results 
indicate that population size, number of poor 
people, and Human Development Index 
(HDI) significantly influence RDP. 
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1. Introduction 

Development is a continuous process aimed at improving the quality of life of the 
community, which requires synergy between local government and the 
community as the main actors  (Musolesi, 2025). Economic development is 
characterized by long-term increases in per capita income and the creation of more 
jobs (Nandita et al., 2019). as well as reductions in poverty rates and improvements 
in well-being (Silalahi et al., 2014). In this context, Regional Domestic Product 
(RDP) was selected as the focus of the panel data regression model because it is 
the primary indicator for measuring the success of regional economic development 
(Adityaningrum, 2024). RDP reflects the total gross value added of all economic 
units in a region, providing a comprehensive overview of regional economic 
performance (Zebua, 2022). for example, the GRDP of Medan City in 2020 was 
recorded at 153,669.83 billion rupiah, down from 156,780.58 billion rupiah in the 
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previous year due to the impact of the COVID-19 pandemic (Hasibuan et al., 2022). 
This decline has had widespread effects on socio-economic aspects such as 
increased poverty and unemployment, necessitating in-depth studies on the 
factors influencing economic growth in Medan City as the economic center of 
North Sumatra Province (Hasibuan et al., 2022).  

Economic growth and poverty analysis using a panel data regression 
approach is considered appropriate because it can capture the dynamics of data in 
two dimensions, namely between individuals (cross-section) and over time (time 
series) (Castro, 2024; Amaliah, 2020). Unlike ordinary regression models, which 
only analyze data statically and often ignore differences between observation units 
or the influence of time, panel data regression is able to reveal more complex and 
realistic relationships between variables. In panel data regression, there are three 
main models commonly used, namely the Common Effect Model (CEM), Fixed 
Effect Model (FEM), and Random Effect Model (REM) (Gujarati, 2021). Selecting 
the most appropriate model is crucial to ensure that the analysis results reflect real-
world conditions (Hidaka, 2024). and for this purpose, the Chow, Hausman, and 
Lagrange Multiplier tests are used (Hutagalung, 2022). This method has been 
widely applied in regional economic studies to identify the determinants of 
economic growth (Ratnasari, 2023). Therefore, panel data regression is relevant for 
analyzing the relationship between GRDP and other economic variables in North 
Sumatra Province (Hasibuan et al., 2022). 

Previous research has provided an important foundation for understanding 
the relationship between GRDP and poverty levels, such as the study by Zebua 
(2022)” which showed that GRDP had a negative and significant effect on poverty 
in North Sumatra during 2011–2020, meaning that an increase in GRDP can reduce 
poverty levels. This finding aligns with the view that strong economic growth can 
be a key instrument in poverty alleviation (Elviera & Irawan, 2020). However, 
economic growth alone is insufficient if it is not accompanied by income 
distribution and inclusive job creation. Amaliah (2020) also emphasize the need for 
a more in-depth analysis of other factors that influence GRDP and its impact on 
poverty. Previous studies have suggested including additional socioeconomic 
variables such as unemployment and labor force participation in further research. 
Unfortunately, there are still limitations in studies that specifically develop panel 
data regression models based on GRDP at the provincial and city/district levels in 
North Sumatra, particularly in Medan City, which has unique and strategic 
economic characteristics. 

Based on the above, the researcher intends to conduct a study titled “Panel 
Data Regression Modeling of Regional Domestic Product in North Sumatra 
Province from 2019 to 2023.” This study will focus on applying panel data 
regression methods to analyze the relationship between GRDP and several 
socioeconomic indicators. The dependent variable in this study is GRDP at 
constant prices (ADHK), while the independent variables consist of population 
size, number of poor people, human development index (HDI), open 
unemployment rate (OUR), and labor force participation rate (LFPR). The data 
used are secondary data obtained from the Central Statistics Agency (BPS) and 
related agencies, covering 33 districts/cities in North Sumatra Province during the 
period 2019 to 2023. By utilizing panel data, this study is expected to provide a 
more accurate and dynamic picture of regional economic development. 
Additionally, the results of the regression analysis will be used to determine the 
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best estimation model among CEM, FEM, and REM. The selection of the model is 
based on statistical tests that have been validated in econometric literature. It is 
hoped that the findings of this study will contribute to data-driven and more 
targeted economic policy-making. 

This study also aims to further analyze how economic growth reflected in 
GRDP can be used as a tool to address poverty issues, particularly in Medan City. 
Using a panel data regression approach, it is expected to identify which variables 
significantly influence GRDP and the direction and magnitude of their effects. 
Through this understanding, local governments can design more effective policies 
to enhance economic growth while reducing poverty rates sustainably. 

 As the provincial capital, Medan plays a vital role in driving economic growth 
in North Sumatra, so development strategies in this city will greatly determine the 
direction of regional development. This study is also expected to serve as a 
reference for other researchers in developing studies on regional economic 
dynamics using an econometric approach. By looking at the estimation results and 
the selection of the best model, this study can provide an empirical basis for 
inclusive and equitable economic development planning. The research findings 
can also be utilized by other stakeholders, such as academics and regional 
planning institutions, to support evidence-based policy-making. Therefore, this 
study holds strategic value in efforts to promote sustainable economic 
development in North Sumatra Province. 

 
2. Method 

 

2.1. Panel Data Regression 

Panel data regression is a type of regression based on panel data used to observe 
the correlation between one dependent variable and one or more independent 
variables (Nguyen, 2023). The variables that have an impact are called 
independent variables, while the variables that are affected are called dependent 
variables. Panel data regression is an expansion of multiple linear regression. 
When panel data is the type of data, such as time series and cross-sectional data, 
panel data regression is used (Tohir & Utomo, 2023). 
 
2.2. Panel Data Regression Model 
In determining the panel data regression model, there are several alternative 
models that can be solved with panel data of Equation 1 (Elviera & Irawan, 2020), 
 

𝑌𝑖𝑡 =  𝛽0 + ∑ 𝛽𝑗𝑋𝑗𝑖𝑡 + 𝜀𝑖𝑡
𝐽
𝑘=2                    (1) 

 
Description:  
𝑖 = 1,2, … , 𝑁 
𝑡 = 1,2, … , 𝑇 
𝑁 = number of cross-section units 
𝑇 = number of time series data 
𝑌𝑖𝑡 = dependent variable for cross section 𝑖 and time series 𝑡 
𝑥𝑖𝑡 = independent variable 𝑗 for cross section 𝑖 and time series 𝑡  
𝛽𝑖𝑡 = estimated parameter 
𝜀𝑖𝑡  = population disturbance element 
𝐽 = number of estimated parameters 

https://doi.org/10.30736/voj.v7i2.1279
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2.3. Common Effect Model (CEM) 
The CEM method is the simplest approach in determining panel data regression 
model estimates, because this approach combines all data, both cross section data 
and time series data (Delmar, 2022). CEM assumes that the intercept and slope in 
the cross section and time series units are the same. Generally, the model equation 
(Hasibuan et al., 2022) is written as shown Equation 2 (Kosmaryati et al., 2019), 
 
𝑌𝑖𝑡 =  𝛽0 + 𝛽1𝑋1𝑖𝑡 + 𝛽2𝑋2𝑖𝑡 + 𝛽𝑗𝑋𝑗𝑖𝑡 +  𝜀𝑖𝑡                       (2) 

 
Explanation:  
𝑌𝑖𝑡 = dependent variable for cross section 𝑖 and time series 𝑡 
𝛽0 = intercept model 
𝛽𝑗 = slope regresi to-j 

𝑋𝑗𝑖𝑡 = independent variable to-𝑗 for cross section 𝑖 and time series 𝑡 

𝐽 = number of independent variables to- 𝑗 ; 𝑗 = 1,2, … , 𝑘  
𝑖 = regional unit to e- 𝑖 ; 𝑖 = 1,2, … , 𝑛 
𝑡 = time period to 𝑡 ; 𝑡 = 1,2, … , 𝑝 

 
2.4. Fixed Effect Model (FEM) 
The FEM assumes that the slope coefficient is constant but the intercept is not 
constant. The method that can be used to estimate the model in FEM is the Least 
Square Dummy Variable method, often referred to as LSDV (Verlita, 2022). In the 
LSDV method, estimation is performed by inserting a dummy variable used to 
explain the different intercept values due to differences in unit values (Zebua, 
2022). The regression model equation in FEM is written as Equation 3 and the 
explanation of this equation is the same as the Equation 2, 

 
𝑌𝑖𝑡 =  𝛽0𝑖𝑡 + 𝛽1𝑋1𝑖𝑡 + 𝛽2𝑋2𝑖𝑡 + 𝛽𝑗𝑋𝑗𝑖𝑡 + 𝜀𝑖𝑡                    (3) 

 
2.5.  Random Effect Model (REM) 
There are two methods that can be used to estimate REM, namely the LSDV 
method and the Generalized Least Square (GLS) method (Heydari, 2021). 
Because the LSDV method adds variables, this results in a large number of 
variables in the equation compared to the amount of data. In addition, the degree 
of freedom is not fulfilled, so the LSDV method cannot be used. Therefore, it is 
necessary to perform estimation using the GLS method, as this method performs 
estimation directly without adding dummy variables (Silalahi et al., 2014). 
Several model equations in REM are described as Equation 4, 
 
𝑌𝑖𝑡 =  𝛽0𝑖𝑡 + 𝛽1𝑋1𝑖𝑡 + 𝛽2𝑋2𝑖𝑡 + ⋯ + 𝛽𝑗𝑋𝑗𝑖𝑡 + (𝜇𝑖 +  𝜀𝑖𝑡)                      (4)

   
2.6.  Gross Regional Domestic Product (GRDP) at Constant Prices  
Gross Regional Domestic Product (GRDP) reflects the total value of goods and 
services produced in a region, both by local residents and foreigners living in that 
regio (Szwacka-Mokrzycka, 2020) and is used to measure the economic 
contribution of a region to the national economy. In this study, RDP based on 
constant prices (ADHK) is used because this method eliminates the influence of 
inflation, thereby reflecting real economic growth more accurately (Kosmaryati 
dkk., 2019 ; Brzozowska-Rup, 2020). GRDP is calculated using three approaches: 

https://doi.org/10.30736/voj.v7i2.1279
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income, expenditure, and production, and serves as the primary indicator for 
assessing the economic progress of a region (Kosmaryati et al., 2019).  

This study uses PDRB data for North Sumatra Province from 2019 to 2023, 
covering 33 districts/cities with unbalanced characteristics, as some regions have 
a much more dominant economic contribution than others, such as Medan City. 
This sample representation imbalance has the potential to influence the results of 
the model implementation, making a focus on Medan City particularly important 
to identify the main factors influencing GRDP in the context of poverty (Priyatno, 
2023). 

 
3. Results and Discussion  

 

3.1. Descriptive Statistical Analysis 
An overview of the variables used in this study, including minimum, maximum, 
average, and standard deviation values. The data show significant variations in 
variables such as GDP, population, number of poor people, human development 
index (HDI), open unemployment rate (OUR), and labor force participation rate 
(LFPR) in Medan City during the period 2019-2023, as presented in Table 1. 
 
Table 1. Descriptive Statistical Analysis 

Variable Minimum Maximum Mean Standar Deviasi 

PDRB (Y) 850.79 173445.69 17.175,03 29.070,25 
JP (X1) 48935.00 2494512,00 452.752,0 510.947,6 

JPM (X2) 4.01 193,03 38.89176 34.2143 

IPM (X3) 61.14 82,19 71,31921 4.509589 

TPT (X4) 0.19 11,50 4.814061 2.739589 

TPAK (X5) 51.83 88,95 72.93885 7.9737008 

 
3.2. Multicollinearity Test 
The multicollinearity test was conducted by examining the Variance Inflation 
Factor (VIF) value, where a VIF value greater than 10 indicates multicollinearity in 
the model. The results of the multicollinearity test are shown in Table 2. 

Table 2. Multicollinearity Test 
Variable VIF 

𝑋1 7.773710 
𝑋2 7.006006 
𝑋3 1.607456 
𝑋4 2.327282 
𝑋5 1.882673 

 
Table 2 informs that the variable 𝑋1, 𝑋2, 𝑋3, 𝑋4, and 𝑋5 have a VIF value < 10. 

This indicates that there is no multicollinearity problem between the independent 
variables in the Regional Domestic Product (RDP) in North Sumatra in 2019-2023. 
These results indicate that the data used can provide reliable estimates without 
distortion due to multicollinearity. 
 
3.3. First Stage Panel Data Regression Estimation 
Panel data regression estimation will be estimated using three models, namely 
CEM, FEM, and/or REM. The parameter estimation process for each model has 

https://doi.org/10.30736/voj.v7i2.1279
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been described previously. 
 
3.3.1. Common Effect Model (CEM) 
The panel data regression model for CEM that produces estimates is presented in 
Table 3. 
 
Table 3. Common Effect Model (CEM) 

Variable Parameter Estimates Standard Deviation t-value p-value 

𝐶 -81.72 16.54 -4.93 0.00 
𝑋1 0.02 0.00 6.02 0.00 
𝑋2 427.11 54.75 7.80 0.00 
𝑋3 1142.3 198.99 5.74 0.00 
𝑋4 -646.56 394.14 -1.64 0.10 
𝑋5 -90.58 121.79 -0.74 0.45 

 
The panel data regression model estimation for CEM of Table 3 can be written in 
Equation 5, 

 

𝑌̂𝑖𝑡 = −81.725 + 0.023283𝑋1𝑖𝑡 + 427.112𝑖𝑡 + 1142.3𝑋3𝑖𝑡 + −646.56𝑋4𝑖𝑡 + −90.585𝑋5𝑖𝑡 
(5) 

 
3.3.2. Fixed Effect Model (FEM) 
Panel data regression model for FEM that produces estimates as shown in Table 4. 
 
Table 4 Fixed Effect Model (FEM) 

Variable Parameter Estimates Standard Deviation t-value p-value 

𝐶 -25.90 15.55 -1.66 0.09 
𝑋1 0.01 0.00 3.36 0.00 
𝑋2 442.7 82.55 -0.53 0.59 
𝑋3 669.7 184.8 3.62 0.00 
𝑋4 -85.58 154.2 -0.55 0.57 
𝑋5 -0.22 29.97 -0.00 0.99 

 
The panel data regression model estimation for FEM gives Equation 6, 
 

𝑌̂𝑖𝑡 = −25.900𝑖 + 0.01271𝑋1𝑖𝑡 + 442.72𝑖𝑡 + 669.7𝑋3𝑖𝑡 + −85.58𝑋4𝑖𝑡 + −0.2276𝑋5𝑖𝑡 
(6) 

 
3.3.3. Random Effect Model (REM) 
Panel data regression model for REM that produces estimates as Table 5. 
 
Table 5. Random Effect Model (REM) 

Variable Parameter Estimates Standard Deviation t-value p-value 

𝐶 -70.22 13.17 -5.33 0.00 
𝑋1 0.02 0.00 6.59 0.00 
𝑋2 312.22 56.51 5.52 0.00 
𝑋3 909.88 180.58 5.03 0.00 
𝑋4 -89.57 162.68 -0.55 0.58 
𝑋5 7.77 32.214 0.24 0.80 

 
The panel data regression model estimation for REM has mathematical equation 

https://doi.org/10.30736/voj.v7i2.1279
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as Equation 7, 
 

 𝑌̂𝑖𝑡 = −70.220 + 0.022583𝑋1𝑖𝑡 + 312.222𝑖𝑡 + 909.88𝑋3𝑖𝑡 + −89.576𝑋4𝑖𝑡 + 77759𝑋5𝑖𝑡 
(7) 

 
3.4. Best Model Approach Phase One 
After obtaining three different approach models, the next step is to determine 
which model is most suitable for the data among the three models. Model selection 
tests are conducted using the Chow test, Hausman test, and Lagrange Multiplier 
test. 
 
3.4.1. Chow Test 
The Chow test is used to select the best model between FEM and CEM. After 
obtaining an initial estimate by estimating FEM, the next step is to perform the 
Chow test. The hypothesis is as follows, 
 
𝐻0 ∶  𝛽01 =  𝛽02 = ⋯ = 𝛽0𝑛 = 0 (the best model is CEM) 
𝐻1 ∶ at least one 𝛽0𝑖  ≠ 0 (the best model is FEM) 
 

The test results obtained 𝐹𝑐𝑜𝑢𝑛𝑡 is 177.73. Meanwhile, the value of Ftable with 
degrees of freedom N1 = 32 and degrees of freedom N2 = 127 at the actual level 
(𝑎 = 0.05),  is 1.628. Therefore, reject 𝐻0 because  𝐹𝑐𝑜𝑢𝑛𝑡 > 𝐹𝑡𝑎𝑏𝑙𝑒. Therefore, the 
Chow test results prove that the best model selected is Fixed Effect Model (FEM). 
With this, the testing process continues to the Hausman Test. 
  
3.4.2. Hausman Test 
The Hausman test is used to select the best model between FEM and REM. This 
test is performed if the previous Chow test results indicate that FEM is the best 
model. The hypothesis uses, 
 

𝐻0 ∶ 𝑐𝑜𝑟𝑟 ( 𝑋𝑖𝑡,𝜀𝑖𝑡) = 0 (REM are better), 

𝐻1 ∶ 𝑐𝑜𝑟𝑟 ( 𝑋𝑖𝑡,𝜀𝑖𝑡) ≠ 0 (FEM are better)  

 
The results of the Hausman test conduces that the value of 𝑊 is 33.398. To 

obtain the table value 𝑋2 can be seen in the Chi-Square table with degrees of 

freedom at the significant level (𝑎 = 0.05), then the value obtained is 𝑋𝑡𝑎𝑏𝑙𝑒
2 =

11.070. Thus, it is obtained that 𝑊 >  𝑋𝑡𝑎𝑏𝑙𝑒
2  therefore reject 𝐻0 which means that 

the FEM model is better. 
 
3.4.3. Lagrange Multiplier Test 

The Lagrange Multiplier test was used to select the best model between CEM and 
REM. With the help of R software, this study used the Lagrange Multiplier test 
(𝐿𝑀𝑙𝑎𝑔). The hypothesis for the Lagrange Multiplier test is as follows, 

 

𝐻0 ∶  𝜎1
2 =  𝜎2

2 = ⋯ = 𝜎𝑛
2 = 𝜎2 (CEM are better) 

𝐻1 : there is at least one 𝜎𝑖
2≠𝜎2(REM are better), 𝑖 = 1,2, … , 𝑛 

  
The result of the Lagrange Multiplier Test has 𝑝 − 𝑣𝑎𝑙𝑢𝑒 which is 0.0000. This 

result obtained 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝑎 so that reject 𝐻0 which means that the better 

https://doi.org/10.30736/voj.v7i2.1279
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estimation model is the Random Effect Model (REM). According to the Chow Test, 
Hausman Test, and Lagrange Multiplier Test, it was obtained that the best model 
is the Fixed Effect Model (FEM). The best equation obtained is, 

 

𝑌̂𝑖𝑡 = −25.900𝑖 + 0.01271𝑋1𝑖𝑡 + −44.272𝑖𝑡 + 669.7𝑋3𝑖𝑡 + −85.58𝑋4𝑖𝑡 + −0.2276𝑋5𝑖𝑡 
(8) 

 
3.5.  Significance Test of First Stage Model Parameters 
 
3.5.1. Simultaneous Regression Coefficient Significance Test (F test) 
The F test is used to determine the linear relationship between all independent 
variables and the dependent variable. The hypothesis uses, 
 
𝐻0 ∶  𝛽1 =  𝛽2 = ⋯ = 𝛽𝑘 = 0,  
𝐻1 ∶ at least one 𝛽𝑝 ≠ 0 with 𝑝 = 1,2, … , 𝑘  

 
The test results were obtained 𝐹𝑐𝑜𝑢𝑛𝑡 = 30.909 as large as and for 𝐹𝑡𝑎𝑏𝑙𝑒 =

𝐹(𝑎,𝑘−1,𝑛−𝑘) = 𝐹0,05;5,127 =  2.29. The FEM output has that 𝑝 − 𝑣𝑎𝑙𝑢𝑒(0.0000) <

 actual level (𝑎 = 0.05). The value obtained is 𝐹𝑐𝑜𝑢𝑛𝑡 = 30.909 >  𝐹𝑡𝑎𝑏𝑙𝑒 = 2.29 
therefore it is concluded to reject 𝐻0 which means that there is at least one 
independent variable that has a significant effect on the dependent variable. 

 
3.5.2. Partial Regression Significance Test (t-test) 
The t-test is used to determine the causal relationship between independent 
variables individually and the dependent variable. The results of the partial model 
significance test are shown in Table 6. 
 
Table 6. Result of t-test 

Variable Parameter Estimates Standard Deviation t-value p-value 

𝐶 -25.90 15.55 -1.66 0.09 
𝑋1 0.01* 0.00 3.36 0.00 
𝑋2 - 82.55 -0.53 0.59 

 442.7    
𝑋3 669.7* 184.8 3.62 0.00 
𝑋4 -85.58 154.2 -0.55 0.57 
𝑋5 -0.22 29.97 -0.00 0.99 

 
The t-test of Table 4 shows that variable 𝑋1 (Number of Residents), 𝑋3 (Human 

Development Index) have a value 𝑝 < 0,05, so that both variables have a 
significant effect on GRDP partially. The variable 𝑋2 (Number of Poor People) 𝑋4 
(Open Unemployment Rate) and X5 (The Labor Force Participation Rate has a 
value of 𝑝 > 0.05, so that it does not significantly affect the dependent variable. 
Therefore, the variable 𝑋2, 𝑋4, and 𝑋5 can be considered for exclusion from the 
advanced regression model. 

 
3.6. Second Stage Panel Data Regression Estimation 
Similar to the first stage panel data regression estimation, the second stage follows 
the same process as the first stage. 
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3.6.1. Common Effect Model (CEM) 
The panel data regression model for CEM is presented in Table 7. 
 
Table 7. Common Effect Model (CEM) 

Variable Parameter Estimates Standard Deviation t-value p-value 

𝐶 -46.82 14.27 -3.28 0.00 
𝑋1 0.05 0.00 28.01 0.00 
𝑋3 576.30 204.58 2.81 0.00 

 
The panel data regression model estimation for CEM stage two can be written in 
Equation 9, 

𝑌̂𝑖𝑡 = −46.828 + 0.050584𝑋1𝑖𝑡 + 576.302𝑖𝑡             (9) 
 
3.6.2. Fixed Effect Model (FEM) 
The panel data regression model for CEM is presented in Table 8. 

Table 8. Fixed Effect Model (FEM) 
Variable Parameter Estimates Standard Deviation t-value p-value 

𝐶 -33.190 11.150 -2.873 0.004753 
𝑋1 0.01286 0.003735 3.443 0.000775 
𝑋3 721.5 168.8 4.276 0.0000366 

 
The panel data regression model estimation for the second stage of the FEM, as 
derived from the FEM results presented above, is expressed in Equation 10. 
 

𝑌̂𝑖𝑡 = −33.190𝑖 + 0.01286𝑋1𝑖𝑡 + 721.52𝑖𝑡           (10) 
 
3.6.3. Random Effect Model (REM) 
The panel data regression model for REM is presented in Table 9. 
 
Tabel 9. Random Effect Model (REM) 
Variable Parameter Estimates Standard Deviation t-value p-value 

𝐶 -43.967 12.808 -3.3547 0.0007946 
𝑋1 0.031356 0.0030856 10.1620 0.00000000000000022 
𝑋3 644.23 181.55 3.5484 0.0003875 

 
The panel data regression model estimation for the second stage of REM, as shown 
in Table 9, is expressed in Equation 11. 
 

𝑌̂𝑖𝑡 = −43.967 + 0.031356𝑋1𝑖𝑡 + 644.232𝑖𝑡           (11) 
 
3.7.  Best Model Approach Phase Two 
After obtaining three different approach models, the next step is to determine 
which model is suitable for the data among the three models. The model selection 
test is conducted using the Chow test, Hausman test, and Lagrange Multiplier test. 
 
3.7.1. Chow Test 
The Chow test is used to select the best model between FEM and CEM. After 
obtaining an initial estimate by estimating FEM, the next step is to perform the 

https://doi.org/10.30736/voj.v7i2.1279


 

Maylani, E., et al./Vygotsky 7 (2) 
August 2025, pp. 155-168 

E-ISSN: 2656-5846 
P-ISSN: 2656-2286 

  

 

 

164 | Page  

 

  

Vygotsky: Jurnal Pendidikan Matematika dan Matematika 
https://doi.org/10.30736/voj.v7i2.1279 

Chow test. The hypothesis uses, 
  
𝐻0 ∶  𝛽01 =  𝛽02 = ⋯ = 𝛽0𝑛 = 0 (the best model is CEM) 
𝐻1 ∶ at least one 𝛽0𝑖  ≠ 0 (the best model is FEM 
 

The test results indicate that 𝐹𝑐𝑜𝑢𝑛𝑡 is 253.31. Meanwhile, the value 𝐹𝑡𝑎𝑏𝑙𝑒 with 
degrees of freedom N1= 32 with degrees of freedom N2=130 pada actual level (𝑎 =
0.05),  is 1.533. Thus, reject 𝐻0 because 𝐹𝑐𝑜𝑢𝑛𝑡 > 𝐹𝑡𝑎𝑏𝑙𝑒. Therefore, the Chow test 
results prove that the best model selected is Fixed Effect Model (FEM). With this, 
the testing process continues to the Hausman Test. 
  
3.7.2. Hausman Test 
The Hausman test is used to select the best model between FEM and REM. This 
test is performed if the previous Chow test results indicate that FEM is the best 
model. The hypothesis uses, 
 

𝐻0 ∶ 𝑐𝑜𝑟𝑟 ( 𝑋𝑖𝑡,𝜀𝑖𝑡) = 0 (REM are better), 

𝐻1 ∶ 𝑐𝑜𝑟𝑟 ( 𝑋𝑖𝑡,𝜀𝑖𝑡) ≠ 0 (FEM are better) 

 
The Hausman test results yield a value of 𝑊 =  76.283. To obtain the critical 

chi-square value, the Chi-Square table is consulted with degrees of freedom equal 

to 2 and a significance level of 𝑎 =  0.05. The value obtained is 𝑋𝑡𝑎𝑏𝑙𝑒
2 = 5,991. Thus, 

we obtain 𝑊 >  𝑋𝑡𝑎𝑏𝑙𝑒
2  so that reject 𝐻0 which means that the FEM model is better. 

 
3.7.3. Lagrange Multiplier Test 
The Lagrange Multiplier test was used to select the best model between CEM and 
REM. With the help of R software, this study used the Lagrange Multiplier test 
(𝐿𝑀𝑙𝑎𝑔). The hypothesis uses, 

 

𝐻0 ∶  𝜎1
2 =  𝜎2

2 = ⋯ = 𝜎𝑛
2 = 𝜎2 (CEM are better) 

𝐻1 : there is at least one 𝜎𝑖
2≠𝜎2(REM are better), 𝑖 = 1,2, … , 𝑛 

 
The Lagrange Multiplier Test yields a value of 0.0000, indicating that the p-value 
is less than α, leading to the rejection of the null hypothesis in favor of the REM. 
According to the Chow Test, Hausman Test, and Lagrange Multiplier Test, it was 
found that the best model was the FEM. The best equation obtained was, 

 

𝑌̂𝑖𝑡 = −33.190𝑖 + 0.01286𝑋1𝑖𝑡 + 721.52𝑖𝑡           (12) 
 
3.8.  Significance Test of Model Parameters in Stage Two 

 
3.8.1. Simultaneous Regression Coefficient Significance Test (F test) 

The F test is used to determine the linear relationship between all independent 
variables and the dependent variable. The hypothesis is as follows, 
 

𝐻0 ∶  𝛽1 =  𝛽2 = ⋯ = 𝛽𝑘 = 0,  
𝐻1 ∶ at least one 𝛽𝑝 ≠ 0 with 𝑝 = 1,2, … , 𝑘  
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The Lagrange Multiplier Test result is 0.0000, indicating that the p-value is less 
than α. This leads to the rejection of the null hypothesis, suggesting that the REM 
is not the preferred specification. Considering the outcomes of the Chow Test, 
Hausman Test, and Lagrange Multiplier Test collectively, the FEM is identified as 
the most appropriate estimation model. The best equation obtained was, 
 

𝑌̂𝑖𝑡 = −33,190𝑖 + 0.01286𝑋1𝑖𝑡 + 721,52𝑖𝑡           (13) 
 
3.8.2. Partial Regression Significance Test (t-test) 
The t-test is used to determine the causal relationship between independent 
variables individually and the dependent variable. The results of the partial model 
significance test can be shown in Table 10. 

Table 10 Partial Regression Significance Test (t-test) 
Variable Parameter Estimates Standard Deviation t-value p-value 

𝐶 -33.190 11.150 -2.873 0.004753 
𝑋1 0.01286* 0.003735 3.443 0.000775 
𝑋3 721.5* 168.8 4.276 0.0000366 

 
The actual level used is 0.05. The partial regression significance test (t-test) 

from Table 10 shows that variable 𝑋1 (Population), 𝑋3 (Human Development 
Index) has a value of 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 0.05. It can be said that each of these 
independent variables has a significant effect on GRDP. 
 

3.9.  Coefficient of Determination (𝑹𝟐) 
The panel data regression model for the multiple R-squared values is presented in 
Table 11. The coefficient of determination (R2) is shown in Table 11. 

Tabel 11. Coefficient of Determination (R2) 
multiple R-squared 

CEM 0.86 
FEM 0.9974 
REM 0.47103 

 
The test results yield a multiple R-squared value of 0.9974, indicating that the 

independent variables explain 99.74% of the variation in the dependent variable, 
while the remaining 0.26% is attributed to factors not included in the model. The 
best model is selected based on the highest 𝑅-squared value, the FEM is chosen as 
the most appropriate specification. 

In applying models to simulation processes, a number of substantive 
challenges often arise, particularly those related to data imbalance. This imbalance 
has the potential to cause bias in parameter estimation, which can ultimately 
reduce the accuracy of the analysis results. Therefore, selecting the right analysis 
method is essential, given that not all statistical approaches are capable of handling 
data complexity and dynamics optimally. For example, panel data regression 
models may have limitations in fully representing temporal variation. 
Additionally, hardware and software limitations can also pose significant 
challenges, especially when dealing with large volumes of data and complex data 
structures. Therefore, a comprehensive methodological and technical evaluation is 
necessary before simulation implementation to ensure the validity and reliability 
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of the results obtained. 
 
4. Conclusion 

The Chow, Hausman, and Lagrange Multiplier test results collectively indicate 
that the FEM is the most appropriate model for this study. The panel data 
regression model with FEM estimation is, 
 

𝑌̂𝑖𝑡 = −33,190𝑖 + 0.01286𝑋1𝑖𝑡 + 721,52𝑖𝑡 
 
In the panel data regression modeling stage, it was found that several 

variables had a significant effect on Gross Regional Domestic Product (GRDP), 
namely: Population 𝑋1, Number of Poor People 𝑋2, and Human Development 
Index 𝑋3. Meanwhile, the Open Participation Rate (OPR) variable 𝑋4, and Labor 
Force Participation Rate (LFPR) 𝑋5, not significant to GRDP in the model used. 
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